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#### Abstract

This work investigates the situation in which each unit from a given set is described by some vector of $p$ probability distributions. Our aim is to find simultaneously a "good" partition of these units and a probabilistic description of the clusters with a model using "copula functions" associated with each class of this partition. Different copula models are presented. The mixture decomposition problem is resolved in this general case. This result extends the standard mixture decomposition problem to the case where each unit is described by a vector of distributions instead of the traditional classical case where each unit is described by a vector of single (categorical or numerical) values. Several generalizations of some standard algorithms are proposed. All these results are first considered in the case of a single variable and then extended to the case of a vector of $p$ variables by using a top-down binary tree approach.
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## 1. Introduction

In a symbolic data table, a cell can contain a distribution (Schweizer, in 1984, says that "distributions are the numbers of the future"!), or several values linked by a taxonomy and logical rules, etc. The need to extend standard data analysis methods (exploratory analyses, clustering, factorial analyses, discrimination methods, etc.) to symbolic data tables is increasing with the need to obtain more accurate information from and to summarise large data sets. For more details on symbolic data analysis see for example Diday [4], Bock and Diday [1]. The idea of operating with distribution functions as data values has been applied in clustering by Janowitz and Schweizer [10]. We are interested here in extending the mixture decomposition problem (as defined for instance in Dempster et al. [3]) to the case where the units are described by distributions. Here, a "variable" $Y_{j}$ is considered to be a random variable from a set of units $\Omega$ to an infinite set of distributions $\mathbf{F}_{j}$. We consider a sample of $N$ units, summarised in a data table of $N$ rows and $p$ columns, where the $i$ th row is associated with the unit (or "individual") $w_{i} \in \Omega$. The set of units of this data table is denoted by $\mathbf{E}$ and each column is defined by a variable $Y_{j} \in\left\{Y_{1}, \ldots, Y_{p}\right\}$. Each cell $(i, j)$ of this data table contains a distribution $Y_{j}\left(w_{i}\right) \in \mathbf{F}_{j}$. The sample of the $N \times p$ distributions of this data table is called the "distribution base".

We first consider the case of a single variable $Y$ (considered later as one of the variables in $\left\{Y_{1}, \ldots, Y_{p}\right\}$ ), such that $Y(w) \in \mathbf{F}$, with $\mathbf{F}$ some infinite set of distributions. The case of several variables will be considered in Section 6. The cell associated with a given unit $w_{i}$ in the column for the variable $Y$, contains a distribution denoted by $F_{i}=Y\left(w_{i}\right)$. We denote by $X_{i}$ the random variable associated with $F_{i}$ such that $F_{i}(t)=\operatorname{Pr}\left(X_{i} \leqslant t\right)$ for $t \in \overline{\mathbb{R}}$ where $\overline{\mathbb{R}}=[-\infty,+\infty]$. The distribution base is here reduced to the sample set $\mathfrak{F}=\left\{F_{i} \mid i=1, \ldots, N\right\}$ of all the distributions contained in the column associated with the variable $Y$ in the data table.

We define the notion of "distribution of distributions", empirically introduced by Diday [5], and developed in a more general probabilistic context by Vrac et al. [15]. Let $\mathbb{R}$ be the set of the possible values for all the continuous random variables $X_{i}, i=1, \ldots, N$. Then its $\sigma$-algebra is the borelian $\sigma$-algebra, denoted by $v$. The set $\mathbf{F}$ can be written as

$$
\mathbf{F}=\{F \mid F \text { is a 1-dimensional distribution function on }(\mathbb{R}, v)\} .
$$

We define $\mathscr{A}$ to be the $\sigma$-algebra on $\mathbf{F}$, as the $\sigma$-algebra generated by the sets $A_{t}^{x}=\{F \in$ $\mathbf{F} / F(t) \leqslant x\}$, for all $x \in[0,1]$ and $t \in \mathbb{R}$. Then, in our study, $Y$ is a random variable, where, for each $w$ in $\Omega, Y(w)$ is a one-dimensional distribution function $Y(w)=F_{w} \in \mathbf{F}$ :

$$
\begin{aligned}
& Y:(\Omega, \mathscr{M}, \mathbb{P}) \longrightarrow(\mathbf{F}, \mathscr{A}), \\
& w \mapsto F_{w} \in \mathbf{F},
\end{aligned}
$$

with $\mathscr{M}$ the $\sigma$-algebra generated on $\Omega$ by the sets of units $w$ from $\Omega$, and $\mathbb{P}$ a probability measure on $(\Omega, \mathscr{M})$. We can easily remark that for all $a \in \mathscr{A}$, we have $Y^{-1}(a) \in \mathscr{M}$. The set $\left\{w \in \Omega \mid F_{w}(t) \leqslant x\right\}$ is measurable by $\mathbb{P}$ :

$$
Y^{-1}(\{F \in \mathbf{F} \mid F(t) \leqslant x\})=\left\{w \in \Omega \mid F_{w}(t) \leqslant x\right\} \in \mathscr{M} .
$$

Definition 1. A "distribution function of distributions" (DFD), associated with $Y$ at a given point $t \in \mathbb{R}$, is defined by

$$
G_{t}(x)=\mathbb{P}\left(\left\{w \in \Omega \mid F_{w}(t) \leqslant x\right\}\right),
$$

where $x \in \overline{\mathbb{R}}$. Notice that $G_{t}(x)=1$ if $x \geqslant 1$ and $G_{t}(x)=0$ if $x<0$.
A DFD can also be interpreted as the distribution function of the random variable $y_{t}$ from $\Omega$ to $\overline{\mathbb{R}}$ such that $y_{t}(w)=F(t)$ with $Y(w)=F$ : we have $\mathbb{P}\left(\left[\underline{y_{t}}(w) \leqslant x\right]\right)=\mathbb{P}(\{w \in$ $\left.\left.\Omega \mid F_{w}(t) \leqslant x\right\}\right)$. We can compute the empirical frequency function $\overline{G_{t}}$ by

$$
\bar{G}_{t}(x)=\frac{\operatorname{card}\left(\left\{F_{i} \in \mathfrak{F} \mid F_{i}(t) \leqslant x\right\}\right)}{N}
$$

Hence, $\bar{G}_{t}(x)$ is the frequency of units whose probability of taking a value less than $t$ is equal or less than $x$. For instance, if the units are pupils and the variable $Y$ is their results in mathematics, then $\bar{G}_{10}\left(\frac{1}{2}\right)$ is the frequency of pupils whose probability of having a mark less than 10 in mathematics is equal or less than $\frac{1}{2}$.

Definition 2. A " $k$-joint distribution function of distributions" ( $k$-JDFD) associated with $Y$ at a given point $t=\left(t_{1}, \ldots, t_{k}\right) \in \mathbb{R}^{k}$ is defined by

$$
H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)=\mathbb{P}\left(\left\{w \in \Omega \mid F_{w}\left(t_{1}\right) \leqslant x_{1} ; \ldots ; F_{w}\left(t_{k}\right) \leqslant x_{k}\right\}\right),
$$

where $x=\left(x_{1}, \ldots, x_{k}\right) \in \overline{\mathbb{R}}^{k}$. Notice that $H_{t}(x)=0$ if $x_{i}<0$ for some $i$ and that $H_{t}(x)=1$ if, for all $i=1, \ldots, k, x_{i} \geqslant 1$.

A $k$-JDFD can be interpreted as the distribution of the random variable: $y=\left(y_{t_{1}}, \ldots, y_{t_{k}}\right)$. Therefore, we can also write $H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)=\mathbb{P}\left(\left[y_{t_{1}} \leqslant x_{1}\right] \cap \cdots \cap\left[y_{t_{k}} \leqslant x_{t_{k}}\right]\right)$.

In the following, we suppose that $t_{1}<\cdots<t_{k}$.
Proposition 1. For all $t \in \mathbb{R}, G_{t}$ is a distribution function. For all $t=\left(t_{1}, \ldots, t_{k}\right) \in \mathbb{R}^{k}$, $H_{t}$ is a $k$-dimensional joint distribution function with marginal distributions $G_{t_{1}}, \ldots, G_{t_{k}}$.

Proof. This result comes from the definition of a distribution function and a $n$-dimensional distribution function (see Diday [5] and Vrac [14]).
From Proposition 1, we can define a " $k$-joint density of distributions" by

$$
h_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)=\frac{\partial^{k} H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)}{\partial x_{1} \ldots \partial x_{k}} .
$$

This function is the probability density function associated with the random variable $y=$ $\left(y_{t_{1}}, \ldots, y_{t_{k}}\right)$.

## 2. Link with copulas

A copula (Schweizer and Sklar [12]) is a function relating the joint distribution function of a vector of $k$ random variables ( $X_{1}, \ldots, X_{k}$ ) and its $k$ one-dimensional distribution functions (i.e. the marginal distributions). The following definition is given by Nelsen [11].

Definition 3 ( $k$-Copula [11,12]). A $k$-dimensional copula (or $k$-copula) is a function $C$ from $[0,1]^{k}$ to $[0,1]$ with the following properties:
(1) For every $u \in[0,1]^{k}, C(u)=0$ if at least one coordinate of $u$ is 0 .
(2) If all coordinates of $u$ are 1 except one which is $u *$, then $C(u)=u *$.
(3) For every $\mathbf{a}=\left(a_{1}, \ldots, a_{k}\right)$ and $\mathbf{b}=\left(b_{1}, \ldots, b_{k}\right)$ in $[0,1]^{k}$ such that $\mathbf{a} \leqslant \mathbf{b}, V_{C}([\mathbf{a}, \mathbf{b}]) \geqslant 0$, where

$$
V_{C}([\mathbf{a}, \mathbf{b}])=\Delta_{a}^{b} C(t)=\Delta_{a_{k}}^{b_{k}} \Delta_{a_{k-1}}^{b_{k-1}} \ldots \Delta_{a_{1}}^{b_{1}} C(t)
$$

and

$$
\Delta_{a_{j}}^{b_{j}} C(t)=C\left(t_{1}, \ldots, t_{j-1}, b_{j}, t_{j+1}, \ldots, t_{k}\right)-C\left(t_{1}, \ldots, t_{j-1}, a_{j}, t_{j+1}, \ldots, t_{k}\right)
$$

is the first order difference of $C$ for the $j$ th coordinate.

For example, in two dimensions ( $k=2$ ), the third condition gives: $C\left(a_{2}, b_{2}\right)-C\left(a_{2}, b_{1}\right)-$ $C\left(a_{1}, b_{2}\right)+C\left(a_{1}, b_{1}\right) \geqslant 0$. In the following, we denote Ran $G$ as the range of the mapping $G$. For a copula with the properties of Definition 3, Sklar gave the following theorem:

Theorem 1 (Sklar [13]). Let H be a k-dimensional distribution with marginal distributions $G_{1}, \ldots, G_{k}$. Then there exists a $k$-copula $C$ such that for all $\left(x_{1}, \ldots, x_{k}\right) \in[0,1]^{n}$,

$$
\begin{equation*}
H\left(x_{1}, \ldots, x_{k}\right)=C\left(G_{1}\left(x_{1}\right), \ldots, G_{k}\left(x_{k}\right)\right) . \tag{1}
\end{equation*}
$$

Moreover, if $G_{1}, \ldots, G_{k}$ are continuous, then $C$ is unique; otherwise $C$ is uniquely determined on Ran $G_{1} \times \cdots \times \operatorname{Ran} G_{k}$. Conversely, if $G_{1}, \ldots, G_{k}$ are distribution functions and $C$ is a copula, the function $H$ defined by (1) is a $k$-dimensional distribution function with marginal distributions $G_{1}, \ldots, G_{k}$.

From Proposition 1 and Sklar's Theorem 1, we obtain the following proposition:
Proposition 2. Let $H_{t_{1}, \ldots, t_{k}}$ be a k-joint distribution function of distributions. Let $G_{t_{1}}, \ldots, G_{t_{k}}$ be $k$ distributions functions of distributions. If $G_{t_{1}}, \ldots, G_{t_{k}}$ are the $k$ marginal distributions of $H_{t_{1}, \ldots, t_{k}}$, then there exists a $k$-copula $C$ such that for all $\mathbf{x}=\left(x_{1}, \ldots, x_{k}\right) \in$ $[-\infty,+\infty]^{k}$ :

$$
\begin{equation*}
H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)=C\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{k}}\left(x_{k}\right)\right) \tag{2}
\end{equation*}
$$

Moreover, if $G_{t_{1}}, \ldots, G_{t_{k}}$ are continuous, then $C$ is unique; otherwise $C$ is uniquely determined on Ran $G_{t_{1}} \times \cdots \times$ Ran $G_{t_{k}}$. Conversely, if $G_{t_{1}}, \ldots, G_{t_{k}}$ are distribution functions of distributions and $C$ is a copula, the function $H_{t_{1}, \ldots, t_{k}}$ defined by (2) is a $k$-joint distribution function of distributions with marginal distributions $G_{t_{1}}, \ldots, G_{t_{k}}$.

### 2.1. Parametric families of copulas

The simplest copulas, denoted by $M, \Pi$ and $W$, respectively are

$$
M(u, v)=\min (u, v), \quad \Pi(u, v)=u v \quad \text { and } \quad W(u, v)=\max (u+v-1,0)
$$



Fig. 1. The distribution base $\mathfrak{F}$ is reduced to $F_{1}$ and $F_{2}$.

These copulas are special cases of some parametric families of copulas such as the following:
(1) Clayton [2] proposed the copula $C_{b}(u, v)=\max \left(\left[u^{-b}+v^{-b}-1\right]^{-1 / b}, 0\right)$ where $b \in[-1, \infty) \backslash\{0\}$ with the following special cases: $C_{-1}=W, C_{0}=\Pi, C_{\infty}=M$.
(2) Frank $[7,8]$, has defined $F_{b}(u, v)=-1 / b \ln \left(1+\left(\mathrm{e}^{-b u}-1\right)\left(\mathrm{e}^{-b v}-1\right) /\left(\mathrm{e}^{-b}-1\right)\right)$ where $b \in \overline{\mathbb{R}} \backslash\{0\}$ and with the following special cases: $F_{-\infty}=W, F_{0}=\Pi, F_{\infty}=M$.

Many other families are given by Nelsen [11] and some methods for the estimation of the parameters of parametric copulas are given by Vrac [14].

Notice that the Clayton and Frank parametric families of copulas are triangular norms (called t-norms). Indeed, copulas and t-norms are related: a copula with the associativity condition is a t -norm, and a t-norm with the Lipschitz condition (given in two dimensions in Lemma 1) is a copula.

Lemma 1 (Lipschitz condition). Let $H$ be an increasing 2-dimensional function, defined on $\overline{\mathbb{R}}^{2}$ with marginal distributions $F$ and $G$. Then for all $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ in $\overline{\mathbb{R}}^{2}$

$$
\left|H\left(x_{2}, y_{2}\right)-H\left(x_{1}, y_{1}\right)\right| \leqslant\left|F\left(x_{2}\right)-F\left(x_{1}\right)\right|+\left|G\left(y_{2}\right)-G\left(y_{1}\right)\right| .
$$

Example. The distribution base $\mathfrak{F}$ (see Fig. 1) consists of two distributions $F_{1}$ and $F_{2}$ and the copula $C$ is defined by $C(u, v)=\bar{H}_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)$ with
(1) $u=\bar{G}_{t_{1}}\left(x_{1}\right)=\operatorname{card}\left(\left\{F_{i} \in \mathscr{F} / F_{i}\left(t_{1}\right) \leqslant x_{1}\right\}\right) / N$,
(2) $v=\bar{G}_{t_{2}}\left(x_{2}\right)=\operatorname{card}\left(\left\{F_{i} \in \mathscr{F} / F_{i}\left(t_{2}\right) \leqslant x_{2}\right\}\right) / N$,
(3) $\bar{H}_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)=\operatorname{card}\left(\left\{F_{i} \in \mathscr{F} / F_{i}\left(t_{1}\right) \leqslant x_{1}\right\} \cap\left\{F_{i} \in \mathscr{F} / F_{i}\left(t_{2}\right) \leqslant x_{2}\right\}\right) / N$.

The possible values of $\bar{G}_{t_{1}}\left(x_{i}\right)$ and $\bar{G}_{t_{2}}\left(x_{j}\right)$ are only $0, \frac{1}{2}$, 1 . For instance, from $u=$ $\bar{G}_{t_{1}}\left(x_{0}\right)=0, v=\bar{G}_{t_{2}}\left(x_{2}\right)=\frac{1}{2}$ and $\bar{H}_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)=0$, it follows that $C\left(0, \frac{1}{2}\right)=0$. In the same way, we obtain $C(0,0)=C\left(0, \frac{1}{2}\right)=C(0,1)=0, C(1,0)=0, C\left(1, \frac{1}{2}\right)=\frac{1}{2}, C(1,1)=1$.


Fig. 2. The copula values $C(u, v)$ are given between brackets () and associated with each $(u, v)=\left(G_{t_{1}}\left(x_{1}\right), G_{t_{2}}\left(x_{2}\right)\right)$.

For each calculation of $C(u, v)$ (see Fig. 2), the model $C \equiv$ Min is satisfied. This can be proved more generally for any pair of similar distribution functions without crossing (i.e. as long as $F_{1}(t) \geqslant F_{2}(t)$ for all $\left.t\right)$.

## 3. Fit between a unit and a JDFD by using an approximation of the density

We define a mapping $a$ which measures the "fit" between a distribution $Y(w)=F_{w}$ and a given 2-JDFD $H_{t_{1}, t_{2}}=C\left(G_{t_{1}}, G_{t_{2}}\right)$, by setting $a: \Omega \times[0,1]^{2} \longrightarrow \mathbb{R}^{+}$with $a(w, \varepsilon)=$ $\left[Y(w) R(\varepsilon) C\left(G_{t_{1}}, G_{t_{2}}\right)\right] \in \mathbb{R}^{+}$, where $\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}\right)$ is a threshold. Here $x_{i}=F_{w}\left(t_{i}\right)$ and $R(\varepsilon)$ is defined by $F_{w} R(\varepsilon) H_{t_{1}, t_{2}}=V_{H_{t_{1}, t_{2}}}([\mathbf{a}, \mathbf{b}])$, with $\mathbf{a}=\left(x_{1}-\varepsilon_{1}, x_{1}+\varepsilon_{1}\right)$ and $\mathbf{b}=\left(x_{2}-\varepsilon_{2}, x_{2}+\varepsilon_{2}\right)$. That is,

$$
\begin{align*}
F_{w} R(\varepsilon) C\left(G_{t_{1}}, G_{t_{2}}\right)= & C\left(G_{t_{1}}\left(x_{1}+\varepsilon_{1}\right), G_{t_{2}}\left(x_{2}+\varepsilon_{2}\right)\right) \\
& -C\left(G_{t_{1}}\left(x_{1}+\varepsilon_{1}\right), G_{t_{2}}\left(x_{2}-\varepsilon_{2}\right)\right) \\
& -C\left(G_{t_{1}}\left(x_{1}-\varepsilon_{1}\right), G_{t_{2}}\left(x_{2}+\varepsilon_{2}\right)\right) \\
& +C\left(G_{t_{1}}\left(x_{1}-\varepsilon_{1}\right), G_{t_{2}}\left(x_{2}-\varepsilon_{2}\right)\right) . \tag{3}
\end{align*}
$$

Notice that due to Proposition 1, $G_{t_{1}}$ and $G_{t_{2}}$ are increasing, so we have $G_{t_{i}}\left(x_{i}+\varepsilon_{i}\right) \geqslant$ $G_{t_{i}}\left(x_{i}-\varepsilon_{i}\right)$.

Proposition 3. Let $h$ be the density function of the random variable $y=\left(y_{t_{1}}, y_{t_{2}}\right)$ defined in Section 1. Let $a(w, \varepsilon) \in[0,1]$. If $\partial \varepsilon=4 \varepsilon_{1} \varepsilon_{2}$, then $h_{\varepsilon}(x)=a(w, \varepsilon) / \partial \varepsilon$ is an approximation of $h\left(x_{1}, x_{2}\right)$ and $h_{\varepsilon}(x) \rightarrow h(x)$ a.s. when $\partial \varepsilon \rightarrow 0$.

Proof. This can be proved easily from the fact that we can show $a(w, \varepsilon)=H_{t_{1}, t_{2}}\left(x_{1}+\right.$ $\left.\varepsilon_{1}, x_{2}+\varepsilon_{2}\right)-H_{t_{1}, t_{2}}\left(x_{1}+\varepsilon_{1}, x_{2}-\varepsilon_{2}\right)-H_{t_{1}, t_{2}}\left(x_{1}-\varepsilon_{1}, x_{2}+\varepsilon_{2}\right)+H_{t_{1}, t_{2}}\left(x_{1}-\varepsilon_{1}, x_{2}-\varepsilon_{2}\right)$. There follows indeed:

$$
a(w, \varepsilon)=\mathbb{P}\left(\left\{w \in \Omega / x_{1}-\varepsilon_{1} \leqslant F_{w}\left(t_{1}\right) \leqslant x_{1}+\varepsilon_{1} ; x_{2}-\varepsilon_{2} \leqslant F_{w}\left(t_{2}\right) \leqslant x_{2}+\varepsilon_{2}\right\}\right) \in[0,1] .
$$

By the definition of a density, for each $x, \lim _{\varepsilon \rightarrow 0} h_{\varepsilon}(x)=h(x)$ a.s.

## 4. The mixture decomposition problem of distributions and two algorithms for solving it

The distributions base $\mathfrak{F}=\left\{F_{1}, \ldots, F_{N}\right\}$ is a description of the set of units $\mathbf{E}=\left\{w_{1}, \ldots, w_{N}\right\} \subset \Omega$. The set $\mathfrak{F}$ is considered to be a sample of $N$ observations from a random variable $Y$ such that, for $w \in \Omega, Y(w) \in \mathbf{F}$, with $\mathbf{F}$ an infinite set of distributions (see Section 1). The $k$-joint distribution function of distributions $H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)$ associated with $\mathfrak{F}$ is denoted by $H(x)$. We denote $P=\left(P_{1}, \ldots, P_{\ell}\right)$ to be a partition of $\mathfrak{F}$ such that each class $P_{i}$ can be considered as a sample of observations from a random variable $\mathbb{Y}_{i}: \Omega \rightarrow \mathbf{F}$ such that $\mathbb{Y}_{i}(w) \in \mathbf{F}$. The $k$-JDFD $H_{t_{1}, \ldots, t_{k}}^{i}\left(x_{1}, \ldots, x_{k} ; \alpha_{i}\right)$ (denoted by $\left.H_{i}\left(x ; \alpha_{i}\right)\right)$ associated with $P_{i}$ depends on a parameter $\alpha_{i}$. The mixture decomposition problem of distribution functions of distributions can be resolved in the following way: find a partition $P=\left(P_{1}, \ldots, P_{\ell}\right)$ of $\mathfrak{F}$, the mixture ratios $\left(p_{1}, \ldots, p_{\ell}\right)$ and the parameters $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ such that

$$
\begin{equation*}
H(x)=\sum_{i=1}^{\ell} p_{i} H_{i}\left(x ; \alpha_{i}\right) . \tag{4}
\end{equation*}
$$

It can be shown (see Section 5) that the standard mixture decomposition problem with standard (classical) data is a special case of this general problem. In order to solve this latter problem, we reformulate it in terms of a mixture decomposition of density functions, by setting in the case of $H$ :

$$
h(x)=\frac{\partial H(x)}{\partial x_{1} \ldots \partial x_{k}} \quad \text { and } \quad h_{i}\left(x, \alpha_{i}\right)=\frac{\partial H_{i}\left(x ; \alpha_{i}\right)}{\partial x_{1} \ldots \partial x_{k}} .
$$

Then, the mixture decomposition equation (4) becomes

$$
\begin{equation*}
h(x)=\sum_{i=1}^{\ell} p_{i} h_{i}\left(x ; \alpha_{i}\right) . \tag{5}
\end{equation*}
$$

Notice that in the case of $k=2$, the link between $h$ and $H$ and the copula model is given by $h(x)=\partial^{2} C\left(G_{t_{1}}\left(x_{1}\right) \cdot G_{t_{2}}\left(x_{2}\right)\right) / \partial x_{1} \partial x_{2}$. Then,

$$
h(x)=\frac{\partial G_{t_{1}}\left(x_{1}\right)}{\partial x_{1}} \times \frac{\partial G_{t_{2}}\left(x_{2}\right)}{\partial x_{2}} \times \frac{\partial^{2} C\left(G_{t}\left(x_{1}\right), G_{t}\left(x_{2}\right)\right)}{\partial u_{1} \partial u_{2}} .
$$

The parameters $\alpha_{i}=\left(d_{i}, b_{i}\right)$ depend on the parameters of the chosen copula family model (for instance, the Frank family, see Section 2) denoted $b_{i}$ and on the parameters of the chosen
distribution family model denoted $d_{i}$. In order to approximate the density function $h_{i}\left(x, \alpha_{i}\right)$ or to calculate it, we can use the method presented in Section 3:

$$
\begin{align*}
h_{i}\left(x ; \alpha_{i}, \varepsilon_{i}\right) \partial \varepsilon_{i} & =a_{i}\left(w ; \alpha_{i}, \varepsilon_{i}\right) \\
& =\left[Y(w) R\left(\varepsilon_{i}\right) C_{i}\left(G_{t_{1}}^{i}\left(x_{1} ; d_{i_{1}}\right), G_{t_{2}}^{i}\left(x_{2} ; d_{i_{2}}\right), b_{i}\right)\right] \tag{6}
\end{align*}
$$

where $x=\left(x_{1}, x_{2}\right)=\left(F_{w}\left(t_{1}\right), F_{w}\left(t_{2}\right)\right), F_{w}=Y(w), \alpha_{i}=\left(d_{i}, b_{i}\right)$ with $d_{i}=\left(d_{i_{1}}, d_{i_{2}}\right)$, $\varepsilon_{i}=\left(\varepsilon_{1 i}, \varepsilon_{2 i}\right)$ and $\partial \varepsilon_{i}=4 \varepsilon_{1 i} \varepsilon_{2 i}$. Hence, the mixture decomposition model can be resolved in the following way: $h(x)=\sum_{i=1}^{\ell} p_{i} h_{i}\left(x, \alpha_{i}, \varepsilon_{i}\right)$.

Given the models associated with $G$ and $C$, the decomposition can be obtained by maximizing a criterion based on the likelihood (see Diday et al. [6]). With $F_{w}=Y(w), x_{i}=F_{w}\left(t_{i}\right)$, $x=\left(x_{1}, \ldots, x_{k}\right)$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ the parameters of the densities $h_{i}$, this criterion can be the likelihood function:

$$
L(x, \alpha)=\prod_{i=1}^{N} \sum_{k=1}^{\ell} p_{k} k_{k}\left(x_{i}, \alpha_{k}\right)
$$

the log-likelihood function:

$$
\log L(x, \alpha)=\sum_{i=1}^{N} \log \left(\sum_{k=1}^{\ell} p_{k} h_{k}\left(x_{i}, \alpha_{k}\right)\right)
$$

the classifier likelihood function:

$$
C L(x, \alpha)=\prod_{i=1}^{\ell} p_{i} \prod_{w \in P_{i}} h_{i}\left(x, \alpha_{i}\right)
$$

or, the classifier log-likelihood function:

$$
C \log L(x, \alpha)=\sum_{i=1}^{\ell} \sum_{w \in P_{i}} \log \left(p_{i} h_{i}\left(x, \alpha_{i}\right)\right)
$$

We suggest the two following algorithms where
Input: a set $\mathbf{E}$ of units described by distributions, a given partition $\left(P_{1}, \ldots, P_{\ell}\right)$, a parametric copula family $\mathbb{C}$, and optionally a parametric distribution family law $\mathbb{G}$.

Output: a partition and a copula $C_{i}$ for each class, and optionally a distribution law for each $G_{i}$ at each $t_{i}$.

Algorithm 1. This algorithm is defined in two steps called representation and allocation (see Diday et al. [6]):

- Step 1, representation: estimation of the parameters $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ which maximise the chosen criterion ( $L, \log L$, etc).
- Step 2, allocation: creation of a new partition $\left(P_{1}, \ldots, P_{\ell}\right)$, where $P_{i}$ is the set of units in the partition such that

$$
P_{i}=\left\{x \mid p_{i} h_{i}\left(x, \alpha_{i}\right) \geqslant p_{m} h_{m}\left(x, \alpha_{m}\right), \text { with } i<m \text { in case of equality }\right\} .
$$

When the criterion is bounded (which is the case of $C L$ or $C \log L$ ), it is easy to show that this algorithm converges. There are several variants for the choice of $p_{i}$, for instance $p_{i}=\operatorname{card}\left(P_{i}\right) / N$ at the last step, or at each step.

Algorithm 2. This algorithm is based on the two steps of the EM algorithm (Dempster et al. [3]). We start from an initial solution $\left(p_{i}^{0}, \alpha_{i}^{0}\right)$ at step $n=0$ for $i=1, \ldots, \ell$ and then at step $n$ we have:

- E-step (Estimation): $t_{i}^{n}(x)=p_{i}^{n} h_{i}\left(x, \alpha_{i}^{n}\right) / \sum_{w \in \Omega} p_{i}^{n} h_{i}\left(x, \alpha_{i}^{n}\right)$ for $i=1, \ldots, \ell$ and any $w \in \Omega$, which is the posterior conditional probability than an individual $w$ belongs to the class $i$ at the $n$th iteration.
- M-step (Maximisation): this step consists of estimating $\alpha_{i}^{n+1}(i=1, \ldots, \ell)$, which are the roots of:

$$
\sum_{w \in \Omega} t_{i}^{n}(Y(w)) \frac{\partial \log h\left(Y(w), \alpha_{i}^{n+1}\right)}{\partial \alpha_{i}}=0,
$$

with $p_{i}^{n+1}=1 / N \sum_{w \in \Omega} t_{i}^{n}(Y(w))$.
From the estimated parameters, a partition can be obtained by the maximum a posteriori (MAP) principle but in that case, the partition is "biased": the densities of the classes of the resultant partitions are not the estimated densities given by the EM algorithm.

Example. Suppose the data table contains five units $\mathbf{E}=\left\{w_{1}, \ldots, w_{5}\right\}$ with $F_{1}\left(t_{1}\right)=0.1$, $F_{1}\left(t_{2}\right)=0.4 ; F_{2}\left(t_{1}\right)=0.2, F_{2}\left(t_{2}\right)=0.3 ; F_{3}\left(t_{1}\right)=0.6, F_{3}\left(t_{2}\right)=0.7 ; F_{4}\left(t_{1}\right)=0.7, F_{4}\left(t_{2}\right)=0.8$; $F_{5}\left(t_{1}\right)=0.8, F_{5}\left(t_{2}\right)=0.9$. The given copula parametric family is defined by $C(u, v)=$ $b_{1} M+b_{2} W$, where $b_{i} \in\{0,1\}$ with $b_{1}=0$ if $b_{2}=1, b_{1}=1$ if $b_{2}=0$ (the copulas $W$ and $M$ are defined in Section 2). By applying Algorithm 1, the process has converged towards the partition: $\left(P_{1}^{2}, P_{2}^{2}\right)=\left\{\left\{F_{1}, F_{2}\right\},\left\{F_{3}, F_{4}, F_{5}\right\}\right\}$ and the mixture decomposition

$$
H(x)=\sum_{i=1}^{2} p_{i} H_{i}\left(x ; \alpha_{i}\right)=\frac{2}{5} W\left(G_{t_{1}}^{1}\left(x_{1}\right), G_{t_{2}}^{1}\left(x_{2}\right)\right)+\frac{3}{5} M\left(G_{t_{1}}^{2}\left(x_{1}\right), G_{t_{2}}^{2}\left(x_{2}\right)\right),
$$

where $x=\left(x_{1}, x_{2}\right)$ and $G_{t_{j}}^{i}$ is defined by the empirical distribution of the class $P_{i}^{2}$ at $t_{j}$. See Diday [5] for details.

## 5. The special case of the standard mixture decomposition problem

### 5.1. Properties of a distribution base of unit mass distributions

Our aim in this section is to imbed the standard mixture decomposition problem into the mixture decomposition of distributions problem, in the case of a single quantitative random variable $Z: \Omega \longrightarrow \overline{\mathbb{R}}$. Each value taken by an individual $w$ can be transformed easily into a distribution which takes the value 0 until $Z(w)$ (not included) and the value 1 otherwise. Such a distribution is called "unit mass". More formally, if $Z\left(w_{i}\right)=z_{i}$, the distribution associated
with $w_{i}$ is defined by $F_{i}(t)=\mathbb{P}\left(X_{i} \leqslant t\right)$, where the random variable $X_{i}$ associated with $w_{i}$ is such that its distribution $F_{i}$ satisfies: $F_{i}(t)=0$ if $t<z_{i}$, and $F_{i}(t)=1$ if $t \geqslant z_{i}$.

Proposition 4. If the distribution base $\mathfrak{F}$ contains only unit mass distributions $F_{i}$ as above, if $F_{z}$ is the distribution associated with the random variable $Z$, if $t_{i}$ increase with $i$, and if $G_{t_{i}}$ is empirically modeled, we have the following results:
(i) If $H\left(x_{1}, \ldots, x_{p}\right)=C\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{p}}\left(x_{p}\right)\right)$, then $C$ is the $M$ copula.
(ii) If $x_{p}<1$, then $\operatorname{Min}\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{p}}\left(x_{p}\right)\right)=G_{t_{p}}\left(x_{p}\right)$.
(iii) If $x<1$, then $G_{t}(x)=\operatorname{Pr}(Z>t)=1-F_{z}(t)$.
(iv) If $x_{p}<1$, then $F_{z}\left(t_{p}\right)=1-H\left(x_{1}, \ldots, x_{p}\right)$.

Proof. We need the following Lemma:
Lemma 2. If $\mathfrak{F}$ is a set of unit mass distributions, $x_{i} \in\left[0,1\left[\right.\right.$ for $i=1, \ldots, j, A_{j}=$ $\left\{F \in \mathscr{F} \mid F\left(t_{j}\right)=0\right\}$ and $B_{j}=\left\{F \in \mathfrak{F} \mid F\left(t_{i}\right) \leqslant x_{i}, 1 \leqslant i \leqslant j\right\}$, then we have $A_{j}=B_{j}$ and $\left|A_{j}\right|=\operatorname{Min}_{i=1, \ldots, j}\left|A_{i}\right|$.

Proof of the Lemma. Suppose we have $F \in B_{j}$. Then $F \in \mathscr{F}$ and $F\left(t_{j}\right)<x_{j}$ by definition of $B_{j}$. As $\mathfrak{y}$ is a set of unit mass distributions and $x_{j} \in\left[0,1\left[\right.\right.$, we have necessarily $F\left(t_{j}\right)=0$. Therefore, $F \in A_{j}$ and we have $B_{j} \subseteq A_{j}$.

Suppose now $F \in A_{j}$. Then $F\left(t_{j}\right)=0$, which implies $F\left(t_{i}\right)=0$ for all $i=1, \ldots, j$ as $F$ is increasing (it is a distribution) and $t_{i} \leqslant t_{i+1}$. Thus, $F \in B_{j}$ and therefore $A_{j}=B_{j}$. Since by the definition of $B_{j}$, we have $B_{j}=\bigcap_{i=1}^{j} A_{i}$ and moreover we have proved that $A_{j} \subseteq B_{j}$, it follows that $\left|A_{j}\right|=\operatorname{Min}_{i=1, \ldots, j}\left|A_{i}\right|$. We have $A_{j} \subseteq B_{j}$.

With this lemma, we can now prove Proposition 4.
Proof of Proposition 4. (i) If $H\left(x_{1}, \ldots, x_{p}\right)=C\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{p}}\left(x_{p}\right)\right)$, then $C$ is the $M$ copula.

This can be proved in the following way: If all $x_{i}$ are equal to 1 , since all the elements of a distribution base take a value smaller than 1 everywhere, we have by definition of a distribution function of distributions $G_{t_{i}}\left(x_{i}\right)=1$ and also, by definition of a $k$-joint distribution function of distributions, $H\left(x_{1}, \ldots, x_{p}\right)=1$. Thus, in that case (i) is true. Suppose now that some $x_{i}$ are smaller than 1 and suppose we denote them by $x_{1}^{\prime}, \ldots, x_{j}^{\prime}$ such that their corresponding $t$ denoted by $t_{1}^{\prime}, \ldots, t_{j}^{\prime}$ are increasing. Then we have $H^{j}\left(x_{1}^{\prime}, \ldots, x_{j}^{\prime}\right)=H\left(x_{1}, \ldots, x_{p}\right)$, with $H^{j}\left(x_{1}^{\prime}, \ldots, x_{j}^{\prime}\right)=C\left(G_{t_{1}^{\prime}}\left(x_{1}^{\prime}\right), \ldots, G_{t_{j}^{\prime}}\left(x_{j}^{\prime}\right)\right)$, which is a $j$-JDFD denoted by $H\left(x_{1}^{\prime}, \ldots, x_{j}^{\prime}\right)$ when no doubt exists. This comes from the fact that the set of distributions included in the distribution base which are lower than $x_{1}^{\prime}, \ldots, x_{j}^{\prime}\left(\right.$ in $\left.\left(t_{1}^{\prime}, \ldots, t_{j}^{\prime}\right)\right)$ are the same as the ones which are also lower than $x_{1}, \ldots, x_{p}$ (in $\left(t_{1}, \ldots, t_{p}\right)$ ). We can now apply Lemma 2 by denoting $A_{j}=\left\{F \in \mathscr{F} \mid F\left(t_{j}^{\prime}\right)=0\right\}$ and $B_{j}=\left\{F \in \mathfrak{F} \mid F\left(t_{i}\right) \leqslant x_{i}, 1 \leqslant i \leqslant j\right\}$. As (empirical) $G_{t_{j}^{\prime}}\left(x_{j}^{\prime}\right)=\mid\left\{F \in \mathfrak{F} \mid F\left(t_{j}^{\prime}\right)=\right.$ $0\}\left|/|\mathfrak{F}|\right.$ and $H\left(x_{1}^{\prime}, \ldots, x_{j}^{\prime}\right)=\left|\left\{F \in \mathfrak{F} \mid F\left(t_{i}^{\prime}\right) \leqslant x_{i}^{\prime}, 1 \leqslant i \leqslant j\right\}\right| /|\mathfrak{F}|$, it follows that $G_{t_{j}^{\prime}}\left(x_{j}^{\prime}\right)=$ $\left|A_{j}\right| /|\mathfrak{F}|$, and $H\left(x_{1}^{\prime}, \ldots, x_{j}^{\prime}\right)=\left|B_{j}\right| /|\mathfrak{F}|$. Since from Lemma 2 we have $A_{j}=B_{j}$, it follows that $G_{t_{j}^{\prime}}\left(x_{j}^{\prime}\right)=H\left(x_{1}^{\prime}, \ldots, x_{j}^{\prime}\right)$, and so $G_{t_{j}^{\prime}}\left(x_{j}^{\prime}\right)=H\left(x_{1}, \ldots, x_{p}\right)$. From Lemma 2,
we have also $\left|A_{j}\right|=\operatorname{Min}_{i=1, \ldots, j}\left|A_{i}\right|$, which implies $G_{t_{j}^{\prime}}\left(x_{j}^{\prime}\right)=\operatorname{Min}_{i=1, \ldots, j} G_{t_{i}^{\prime}}\left(x_{i}^{\prime}\right)$. Since $\operatorname{Min}_{i=1, \ldots, j} G_{t_{i}^{\prime}}\left(x_{i}^{\prime}\right)=\operatorname{Min}_{i=1, \ldots, p} G_{t_{i}}\left(x_{i}\right)$ (since for $i$ such that $x_{i}=1$, we have $G_{t_{i}}\left(x_{i}\right)=1$ and for $i$ such that $x_{i}<1$ we have $G_{t_{i}}\left(x_{i}\right) \leqslant 1$ ), we obtain $H\left(x_{1}, \ldots, x_{p}\right)=\operatorname{Min}_{i=1, \ldots, p} G_{t_{i}}\left(x_{i}\right)$ which shows that $H\left(x_{1}, \ldots, x_{p}\right)=C\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{p}}\left(x_{p}\right)\right)$, where $C$ is the Min copula.
(ii) If $x_{p}<1$, then $\operatorname{Min}\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{p}}\left(x_{p}\right)\right)=G_{t_{p}}\left(x_{p}\right)$.

As in the proof of (i), we denote $x_{1}^{\prime}, \ldots, x_{j}^{\prime}$ (associated with increasing $t_{1}^{\prime}, \ldots, t_{j}^{\prime}$ ) to be the $x_{i}$ 's among $x_{1}, \ldots, x_{p}$ which are strictly lower than 1 . It follows that $x_{j}^{\prime}=x_{p}$ and so from Lemma 2 that $\operatorname{Min}\left(G_{t_{1}^{\prime}}\left(x_{1}^{\prime}\right), \ldots, G_{t_{j}^{\prime}}\left(x_{j}^{\prime}\right)\right)=G_{t_{j}^{\prime}}\left(x_{j}^{\prime}\right)=G_{t_{p}}\left(x_{p}\right)$. We have $\operatorname{Min}\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{p}}\left(x_{p}\right)\right)=\operatorname{Min}\left(G_{t_{1}^{\prime}}\left(x_{1}^{\prime}\right), \ldots, G_{t_{j}^{\prime}}\left(x_{j}^{\prime}\right)\right)$ as shown in the preceding proof. Therefore we have finally: $\operatorname{Min}\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{p}}\left(x_{p}\right)\right)=G_{t_{p}}\left(x_{p}\right)$.
(iii) If $x<1$, then $G_{t}(x)=\operatorname{Pr}(Z>t)=1-F_{z}(t)$.

By definition $F_{z}(t)=\operatorname{Pr}(\{Z(w) \leqslant t\})$ and the empirical function $G_{t}(x)=\operatorname{Pr}\left(\left\{F_{i} \in\right.\right.$ $\left.\left.\mathfrak{F} \mid F_{i}(t) \leqslant x\right\}\right)$ is exactly the proportion of unit mass distributions $F_{i}$ with value 1 strictly after $t$ (i.e., $t^{\prime}>t$ ), as $F_{i}(t)=0$ if $t<Z\left(w_{i}\right)$ and $F_{i}(t)=1$ if $t<Z\left(w_{i}\right)$. In other words, this means that $G_{t}(x)$ is the proportion of individuals $w$ such that $Z(w)>t$, and then $G_{t}(x)=\operatorname{Pr}(Z>t)=1-F_{z}(t)$.
(iv) If $x_{p}<1$, then $F_{z}\left(t_{p}\right)=1-H\left(x_{1}, \ldots, x_{p}\right)$.

Indeed, from (i), we have $H\left(x_{1}, \ldots, x_{p}\right)=\operatorname{Min}\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{p}}\left(x_{p}\right)\right)$; from (ii), we have $\operatorname{Min}\left(G_{t_{1}}\left(x_{1}\right), \ldots, G_{t_{p}}\left(x_{p}\right)\right)=G_{t_{p}}\left(x_{p}\right)$; and from (iii), we have $F_{z}\left(t_{p}\right)=1-G_{t_{p}}\left(x_{p}\right)$.

Hence, the proposition is proved.

### 5.2. The standard mixture decomposition is a special case

Here we need to introduce the following notation: $\left(P_{1}, \ldots, P_{\ell}\right)$ is a partition into $\ell$ classes of the set $\left\{w_{1}, \ldots, w_{N}\right\}$ described by the distribution base $\mathfrak{F}, F_{z_{i}}$ is the distribution associated with a quantitative random variable $Z^{i}$ defined on $\Omega, \mathscr{F}^{i}(i=1, \ldots, \ell)$ is a distribution base whose elements are the units mass distributions associated with each value $Z^{i}(w)$ with $w \in P_{i}$ (i.e., they take the value 0 for $t \leqslant Z^{i}(w)$ and 1 for $t>Z^{i}(w)$ ), $G_{t}^{i}$ is a distribution function of distributions at value $t$ associated with the distribution base $\tilde{\mathscr{F}}^{i}$ and $H_{t_{1}, \ldots, t_{k}}^{i}$ is a $k$-joint distribution function of distributions associated with the same distribution base.

Proposition 5. If $H_{t_{1}, \ldots, t_{k}}=\sum_{i=1}^{\ell} p_{i} H_{t_{1}, \ldots, t_{k}}^{i}$ with $\sum_{i=1}^{\ell} p_{i}=1$, then $F_{z}=\sum_{i=1}^{\ell} p_{i} F_{z_{i}}$.
Proof. From Proposition 2, we have $H_{t_{1}, \ldots, t_{k}}^{i}\left(x_{1}, \ldots, x_{k}\right)=C^{i}\left(G_{t_{1}}^{i}\left(x_{1}\right), \ldots, G_{t_{k}}^{i}\left(x_{k}\right)\right)$, where $C^{i}$ is a $k$-copula. Therefore,

$$
H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)=\sum_{i=1}^{\ell} p_{i} C^{i}\left(G_{t_{1}}^{i}\left(x_{1}\right), \ldots, G_{t_{k}}^{i}\left(x_{k}\right)\right)
$$

We choose $x_{p}<1$ and use Proposition 4.
From (i), we obtain: $H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)=\sum_{i=1}^{\ell} p_{i} \operatorname{Min}\left(G_{t_{1}}^{i}\left(x_{1}\right), \ldots, G_{t_{k}}^{i}\left(x_{k}\right)\right)$.
From (ii), we obtain: $H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)=\sum_{i=1}^{\ell} p_{i} G_{t_{k}}^{i}\left(x_{k}\right)$.

From (iii), we obtain: $H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)=\sum_{i=1}^{\ell} p_{i}\left(1-F_{z_{i}}\left(t_{k}\right)\right)=1-\sum_{i=1}^{\ell} p_{i} F_{z_{i}}\left(t_{k}\right)$. From (iv), we obtain $F_{z}\left(t_{k}\right)=1-H_{t_{1}, \ldots, t_{k}}\left(x_{1}, \ldots, x_{k}\right)$ and therefore $F_{z}\left(t_{k}\right)=\sum_{i=1}^{\ell} p_{i} F_{z_{i}}\left(t_{k}\right)$.

Since the same reasoning can be made for any sequence $t_{1}, \ldots, t_{k}$, it follows finally $F_{z}=\sum_{i=1}^{\ell} p_{i} F_{z_{i}}$.

### 5.3. Links between the generalised mixture decomposition problem and the standard one

It follows from Proposition 5 that, by solving the mixture decomposition of distribution of distributions problem, we have solved the standard mixture decomposition problem. This follows from the fact that it is possible to induce $F_{z_{i}}\left(t_{1}\right), \ldots, F_{z_{i}}\left(t_{k}\right)$, from $G_{t_{1}}^{i}\left(x_{1}\right), \ldots, G_{t_{k}}^{i}\left(x_{k}\right)$ and therefore, the parameters of the chosen model of the density law associated with each $Z^{i}$. Moreover, by choosing the "best model" among a given family of possible models (Gaussian, Gamma, Poisson, etc.) for each $Z^{i}$, we can obtain a different model for each law of the mixture. By "best model", we mean the model which best fits the $F_{z_{i}}\left(t_{1}\right), \ldots, F_{z_{i}}\left(t_{k}\right)$ for each $i$. It would be interesting to compare the results of both approaches: the mixture decomposition of distributions of distributions algorithms, and the standard mixture distribution algorithms in the standard framework. This comparison could be done when the same model is used for each class, or more generally when each law of the mixture follows a different family model.

## 6. Mixture decomposition with copula model in the case of more than one variable

We have considered the mixture decomposition problem for the case of a single variable. In order to extend our methodology to the case of several variables, we can use multidimensional copulas, for instance the "generalised" parametric family of copulas proposed by Vrac [14]. Such copulas are complicated to write explicitly, their parameters are complicated to estimate and their meaning is not easy to interpret. Therefore, we propose two methods for several variables.

### 6.1. Binary tree method

This method proceeds as follows: we look for the variable which gives the best mixture decomposition criterion value in two classes and we repeat the process for each resultant class until the size of the classes becomes small enough (as adjudged by the appropriate criteria). In order to select the best variable, the choice of the $t_{j}$ is important. Since we are looking for a partition of the set of distributions, it is clear that a given $t_{j}$ is not good if all the distributions $F_{i}$ of the base $\mathfrak{F}$ take the same value at that $t_{j}$ value. Also, a particular $t_{i}$ is a poor choice if all the $F_{i}\left(t_{j}\right)$ are uniformly distributed in [0,1]. In fact we can say that a $t_{j}$ is good if distinct clusters of values exist among the set of values: $\left\{F_{i}\left(t_{j}\right) \mid i=1, \ldots, N\right\}$. For instance, Jain and Dubes [9] proposed several methods in order to reveal any clustering tendency. Here, we are dealing with the special case where we look for such a tendency among a set of points in the interval $[0,1]$.

We suggest a method based on the number of triangles whose vertices are points of $[0,1]$ and we take the two sides that are nearest in length and larger (respectively smaller) than the remaining third side. These sets of triangles are denoted $A$ (respectively $B$ ). For instance, let $\left(a_{1}, a_{2}, a_{3}\right) \in[0,1]^{3}$ be the vertices of a triangle $a$. The lengths of the sides of this triangle are: $\left|a_{1}-a_{2}\right|,\left|a_{1}-a_{3}\right|,\left|a_{2}-a_{3}\right|$. If the two closest are larger than the third one, then $a \in A$, if not $a \in B$. Let $X^{0}$ be a random variable which associates $u=\left\{u_{1}, \ldots, u_{N}\right\}$ for $N$ points randomly distributed in the interval $[0,1]$, with the value $X^{0}(u)=(|A|-|B|) / C_{N}^{3}=6(|A|-|B|) /(n(n-1)(n-2))$ which belongs to $[-1,1]$. By the distribution of this random variable $X^{0}$, we define the hypothesis $H^{0}$ that there is no clustering tendency. The greater $X^{0}(u)$ is, the higher is the clustering tendency of the $N$ points. We calculate the number of triangles whose vertices are points of $U=\left\{F_{i}\left(t_{j}\right) \mid i=\right.$ $1, \ldots, N\}$ for which the two closest sides are larger (respectively smaller) than the remaining side. We denote this number by $A(U)$ (respectively $B(U)$ ). Given the distribution of $X^{0}$, the value $(A(U)-B(U)) / C_{N}^{3}=6(A(U)-B(U)) /(n(n-1)(n-2))$ can reject or accept the null hypothesis at a given threshold.

Proposition 6. The expectation of the random variable $X^{0}$ is $\frac{1}{3}$ and its variance is $8 / 9 C_{N}^{3}$.
Proof. The proof consists of realizing that we are considering only flat triangles. A flat triangle belongs to $A$ or $B$ according to the position of the medium point. A triangle has a probability $\frac{2}{3}$ to be in $A$ and $\frac{1}{3}$ in $B$. We define a random variable $T$ with Bernoulli distribution $B(p)$ with $p=\frac{2}{3}$ : set $T(t r)=1$ with probability $p$ (if the triangle $\operatorname{tr}$ belongs to $A$ ) and $T(t r)=0$ with a probability $1-p$ (if the triangle $\operatorname{tr}$ belongs to $B$ ). With $N$ points, we have $C_{N}^{3}$ (with $\left.C_{n}^{p}=n!/(n-p)!p!\right)$ and then the random variable $|A|=\sum_{i=1}^{C_{N}^{3}} T\left(t r_{i}\right)$ has a binomial distribution $B\left(C_{N}^{3}, p\right)$ with expectation $\mathbb{E}(|A|)=C_{N}^{3} p$ and variance $\sigma^{2}(|A|)=C_{N}^{3} p(1-p)$. Then,

$$
\begin{equation*}
\mathbb{E}\left(X^{0}\right)=\mathbb{E}\left(\frac{|A|-|B|}{C_{N}^{3}}\right)=\mathbb{E}\left(\frac{2|A|}{C_{N}^{3}}\right)-1=\frac{1}{3} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma^{2}\left(X^{0}\right)=\sigma^{2}\left(\frac{|A|-|B|}{C_{N}^{3}}\right)=\sigma^{2}\left(\frac{2|A|}{C_{N}^{3}}\right)=\frac{4}{\left(C_{N}^{3}\right)^{2}} C_{N}^{3} p(1-p)=\frac{8}{9 C_{N}^{3}} . \tag{8}
\end{equation*}
$$

When $t_{1}$ and $t_{2}$ have been found, the mapping $a$ defined in Section 3 can be extended in the following way: $a^{*}: \Omega \times[0,1]^{2} \longrightarrow \mathbb{R}^{+}$:

$$
a^{*}(w, \varepsilon)=\int_{t_{1}}^{t_{2}}\left[Y(w) R(\varepsilon) C\left(G_{t_{1}}, G_{t}\right)\right] \mathrm{d} t \in \mathbb{R}^{+} .
$$

### 6.2. Coupling method

This method proposed by Vrac [14] and applied by Vrac et al. [15], proceeds as follows. We consider a mixture decomposition on a first variable $Y_{1}$ with two given values $t_{1}^{1}$ and $t_{2}^{1}$,
and another mixture decomposition on a second variable $Y_{2}$ with two given values $t_{1}^{2}$ and $t_{2}^{2}$. For each $w \in \Omega$, and for each $F_{w}=\left(F_{w}^{Y_{1}}, F_{w}^{Y_{2}}\right) \in \mathfrak{F}$, we can write:

$$
H_{t_{1}^{1}, t_{2}^{1}}^{Y_{1}}\left(x^{1}\right)=\sum_{i=1}^{\ell} p_{i}^{Y_{1}} C_{Y_{1}}^{i}\left(G_{t_{1}^{1}}^{i}\left(x_{1}^{1}\right), G_{t_{2}^{1}}^{i}\left(x_{2}^{1}\right)\right)
$$

and

$$
H_{t_{1}^{2}, t_{2}^{2}}^{Y_{2}}\left(x^{2}\right)=\sum_{i=1}^{\ell} p_{i}^{Y_{2}} C_{Y_{2}}^{i}\left(G_{t_{1}^{2}}^{i}\left(x_{1}^{2}\right), G_{t_{2}^{2}}^{i}\left(x_{2}^{2}\right)\right)
$$

where

- $H_{t_{1}^{j}, t_{2}^{j}}^{Y_{j}}$ is a 2-JDFD at point $\left(t_{1}^{j}, t_{2}^{j}\right)$ from variable $Y_{j}$.
- $x^{j}=\left(x_{1}^{j}, x_{2}^{j}\right)=\left(F_{w}^{Y_{j}}\left(t_{1}^{j}\right), F_{w}^{Y_{j}}\left(t_{2}^{j}\right)\right)$.
- $p_{i}^{Y_{j}}$ is the $i$ th mixture ratio from variable $Y_{j}$.
- $C_{Y_{j}}^{i}$ is the copula of the component $i$ from variable $Y_{j}$.

From each unit $w_{i}$ and each distribution $F_{i} \in \mathscr{F}$, we obtain a new pair $\left(H_{t_{1}^{1}, t_{2}^{1}}^{Y_{1}}\left(x^{1}\right), H_{t_{1}^{2}, t_{2}^{2}}^{Y_{2}}\left(x^{2}\right)\right)$ of values of the distributions. Then from the $N$ units of the sample, and the $N$ distributions in $\mathfrak{F}$, we obtain $N$ pairs. A mixture decomposition of distributions by copulas can be realised on this new database. This method has been applied to climatological data and has given very encouraging results (see Vrac [14] and Vrac et al. [15]). Some comparisons have been done on this kind of data: for example, the comparison between the results of our mixture decomposition by copulas and the results of the EM algorithm on probabilistic data and standard numerical data. Moreover, the extensions to copulas of other algorithms are on the way.

## 7. Conclusion

Many things remain to be done, for instance, studying the case in which each class may be modeled by a different copula family, or comparing the results obtained by the general methods and the standard methods of mixture decomposition on standard data (as they are a special case of distributions). Indeed, the proposed mixture decomposition method can deal with standard data and not just on probabilistic data. Also, the copulas can be modeled by "generalised Archimedian copulas" and the $G_{t}$ can be modeled at each $t$ by a different distribution family and even a mixture decomposition of distributions. We can also add other criteria taking into account a class variable and a learning set. Notice that the same kind of approach can be used in the case where, instead of having distributions, we have any kind of mapping. But in that case, the interpretation will be less rich than when the mappings are distributions.
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