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ABSTRACT

Since the mid-1960s, the southern part of Israel has experienced major land use changes following the start
of the irrigation scheme and the subsequent intensification of agricultural practice. Several studies, mainly based
on the analysis of climatic time series, have shown that this has been followed by a significant change of the
local climate, especially during the summer and early fall. They indicate a reduced diurnal amplitude of surface
air temperature and wind speed, and a threefold increase of the October (early wet season) convective precip-
itation. In this paper, these phenomena are investigated by simulating the influence of the land surface on local
meteorological variables with atwo-dimensional version of a mesoscale atmospheric model containing adetailed
land surface scheme. Particular attention is given to the correct estimation of land surface parameters from soil
and vegetation maps and remote sensing data. The simulations confirm the observed reduction of the diurnal
amplitude of temperature and wind speed when replacing asemiarid surface by apartly irrigated one. Furthermore,
it is shown that the potential for moist convection increases with the surface moisture availability and is rather

insensitive to the surface roughness.

1. Introduction

From April to October, the eastern Mediterranean is
under the influence of a subtropical high pressure sys-
tem, inhibiting rainfall amost completely and making
nonirrigated agriculture possible only at the beginning
of this period. Since June 1964 |srael has been operating
the National Water System, transferring large amounts
of water from Lake Tiberias (Yam Kinneret) (situated
in the relatively wet north) to the dry regions of the
south, thus making irrigated agriculture possible. This
has led to intensified agricultural practice throughout
the dry season, bringing about important land use
changes. A significant fraction of the previously dry
land is now cultivated, which has caused the surface
roughness and the evapotranspiration to increase.

Several studies have shown that these land use
changes have been followed by alocal climate change.
One of the first such studies was conducted by Alpert
and Mandel (1986). They found a decreasing trend in
the diurnal surface wind and temperature variabilities
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to be correlated with the enhanced irrigation. This was
attributed to a decrease of the sensible heat flux (due
to the irrigation) and the corresponding reduction of
differential heating between land and sea, but they also
mentioned the influence of roughness and albedo
changes.

Otterman et al. (1990) observed a steep increase in
the October rains (at the onset of the rainy season, when
most rain is of convective origin) and attributed it to
land use changes. They argued that the increased veg-
etation cover had lowered the surface albedo and the
soil heat flux, resulting in an increased sensible heat
flux. The related stronger convection could then more
easily penetrate the capping inversion at the atmospheric
boundary layer top and develop into convective rain.
Note that there appears to be some confusion in this
respect: whereas Alpert and Mandel (1986) conclude
that a decreased sensible heat flux is causing the local
climate to change, Otterman et al. (1990) invoke an
increased sensible heat flux to explain the observed
rainfall increase. Note, however, that the former study
was dealing with the direct effect of irrigation, that is,
the sensible heat flux decrease, whereas the latter was
rather concerned with the effects of afforestation and
the limitation on grazing of dormant vegetation, which
one would indeed expect to increase the sensible heat
flux near the end of the dry season.

Ben-Gai et al. (1993) also mentioned the different
approaches regarding the role of the sensible heat flux
in explaining regional climate change. In a study of the
October rainfall patterns in southern Israel, they con-
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firmed the increasing trend in early seasonal rainfall.
Furthermore, an analysis of the temporal and spatial
rainfall patterns pointed to a distinct influence of land
surface-related mesoscale effects, although changes in
the synoptic pattern were not ruled out.

As far as southern Israel is concerned, it remains as
yet unclear whether the observed increase of the October
rainsis consistent with alower or a higher sensible heat
flux. Therefore, we investigate how land use changes
that have occurred in southern Israel during the last
decades may have influenced the regional climate by
means of simulations with a mesoscale atmospheric
model, including a detailed land surface scheme. More
specifically, we will focus on the near-surface meteo-
rological variables and the potential for convective pre-
cipitation by running a simulation for 27 October 1990.
A day in October was selected to perform the simula-
tions because at the end of the dry season the effects
of irrigation are expected to be the most significant and
because the observed rainfall increase is most pro-
nounced during this month. The reason to select this
day in particular is that it produced the highest rainfall
recording during that October month. Note that this
same day has also been selected in other studies (P
Alpert 1995, personal communication). Because of the
approximate meridional symmetry of the domain, sim-
ulations are performed in two dimensions.

Note that although this paper is concerned with only
the influence of the land surface at the meteorological
mesoscal e, we do not exclude synoptic processesto play
arole in explaining the increased precipitation. Indeed,
there are indications (Steinberger and Gazit-Yaari 1996)
that precipitation changes in southern Israel may be due
to changes in the large-scale circulation. However, we
do not address this issue here.

Extensive use will be made of the NOAA/NASA
Pathfinder Advanced Very High Resolution Radiometer
(AVHRR) Land (PAL) dataset (Agbu and James 1994)
for the specification of some of the required land surface
parameters, aswell asfor theretrieval of theland surface
brightness temperatures.

This paper is organized as follows. Section 2 gives
a description of the numerical model, the land surface
parameters, and the initial conditions. In section 3 the
coupled atmosphere-land surface model is validated
through comparison of simulation results with surface
meteorological data and satellite brightness tempera-
tures for present-day conditions. In section 4 the sim-
ulations of the preceding section are repeated except
that the surface parameters are chosen to be represen-
tative of the preirrigation conditions, and the results are
compared with those of section 3 in order to demonstrate
the influence of the land surface on near-surface me-
teorological parameters. Section 5 then describes a sen-
sitivity study carried out in order to better understand
the mechanisms that influence the potential for convec-
tive precipitation.
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2. Model description

The model used to carry out the numerical simula-
tions is the Modele Atmosphérique Régiona (MAR)
(Gallée and Schayes 1994; Gallée 1995), a mesoscale
atmospheric model developed at the Institut
d’ Astronomie et de Géophysique G. Lemaitre from the
model described in Alpert et al. (1982). This is a hy-
drostatic primitive equation model that employs the full
continuity equation. The vertical coordinate is the so-
called sigma coordinate, or terrain-following reduced
pressure, which allows easy inclusion of topography.
The model solves the prognostic equations of the wind,
temperature, and moisturefields, together with the equa-
tion of state of ideal gases, on a numerical grid. The
vertical subgrid-scale fluxes are computed with the E
— € turbulence model (Duynkerke 1988). The model
contains two detailed radiation schemes: 1) Tricot and
Berger (1988) as modified by Gallée et al. (1991) for
the shortwave radiation and 2) a wideband formulation
of the radiative transfer equation (Morcrette 1984) for
the longwave radiation. It also contains a cloud micro-
physical model, which is essentialy based on the Kes-
sler (1969) parameterization. The model is three-di-
mensional but can be set to a one- or two-dimensional
mode as well. A very simple fractional cloud cover
scheme based on the relative humidity (RH) was added:

A = RH -~ RH. )
RH,, — RH,

withRH, = 09 < RH < RH_,, = 1.1, A,(RH < RH,)

= 0, and A.(RH > RH,,)) = 1. This function fits quite

well with data presented in Ek and Mahrt (1991, their

Fig. 7).

Surface fluxes of energy, water vapor, and momentum
are computed with the land surface scheme described
in De Ridder and Schayes (1997). Land surface hetero-
geneity at the subgrid scaleis accounted for by allowing
up to three vegetation types to coexist within a surface
grid cell. In this approach [the mosaic approach; see
Klink (1995) and references therein], energy and mo-
mentum fluxes are computed separately for each of the
vegetation types and averaged with weighting coeffi-
cients proportional to the fraction of the corresponding
surface cover.

The domain being studied is the agricultural areain
southern Israel, aroughly 30-km-wide, north—south-ori-
ented strip located between the cities of Tel Aviv
(32°05’N, 34°45'E) and Beersheba (31°15'N, 34°45'E)
(see Fig. 1). At the western side is the Mediterranean;
at the eastern side and parallel to the region under study
is a mountain ridge between 600 and 800 m high, be-
yond which lies the Dead Sea (Fig. 2). Note that in
October the Mediterranean is still warm, making it an
important moisture source.

Taking advantage of the approximate meridional sym-
metry of the domain, runs were performed with a two-
dimensional version of the coupled atmosphere-and
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Fic. 1. Map of Israel and surroundings. The cities of Tel Aviv (TA)
and Beersheba (BS) are indicated. Latitude and longitude are, re-
spectively, at the left and upper side.

surface model in a vertical plane at a constant latitude
(=31°40'N), extending from 70 km offshore to 130 km
inland. The vertical simulation planeis situated halfway
between Tel Aviv and Beersheba, passing over the mid-
dle of the agricultural region of interest and roughly
perpendicular to the mountain ridge (Fig. 2). Note that
the simulation domain is situated in an area with rela-
tively dark soils (with albedo values close to those of
vegetation, i.e., in the 10%—-20% range; see appendix
A), meaning that the surface albedo is not very sensitive
to vegetation cover changes. Therefore, we will not look
at the effects of surface albedo but rather limit this study
to the effects of surface moisture availability and rough-
ness length.

The vertical resolution was defined as decreasing
from 10 m at the ground to 2000 m at the model top
located at 20-km altitude. The simulation employed 100
grid points in the horizontal direction and 30 in the
vertical direction. The horizontal grid spacing is 2 km,
which resolves the shallow thermal circulations that are
expected to develop reasonably well and is still within
the validity range of the hydrostatic approximation for
this type of circulation (Pielke 1984). However, a hy-
drostatic model as the one used here is not appropriate
to simulate deep convective motion because of the high
vertical accelerations that may occur. Therefore, rather
than simulating deep convection explicitly, the potential
for convective precipitation will be predicted from ver-
tical profiles of equivalent potential temperature and sat-
urated equivalent potential temperature (see, e.g., Hol-
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Fic. 2. Smoothed topography of southern Israel. Contour lines of
height above sea level every 100 m. The distance between the ticks
on the sides corresponds to a horizontal distance of 10 km. Note that
the Dead Sea, at the lower-right corner, is located at an altitude of
400 m below sea level.

ton 1992). For a parcel of saturated air, the former is
defined as

exp| D) @

P

where 0 isthe potential temperature, L, isthe latent heat
of condensation, g.,(T) isthe saturated specific humidity
at the parcel temperature T, and c, is the specific heat.
For a nonsaturated parcel, the saturated specific humid-
ity can be replaced by the actual specific humidity if
the temperature is replaced by T, ., the parcel’s tem-
perature at the lifting condensation level. The saturated
equivalent potential temperature 6, is defined as the
equivalent potential temperature of a hypothetically sat-
urated atmosphere that has the thermal structure of the
actual atmosphere.

Based on information contained in land use maps
(Richter 1981; Zohary 1981) and soil maps (FAO-
UNESCO 1979), not shown here, the two-dimensional
simulation domain was divided into areas with different
surface characteristics (see Fig. 3). Between the Med-
iterranean and the Dead Seas one distinguishes the ag-
ricultural zone, followed by areas with evergreen trees,
ground cover, and shrubs. The soil in the shrub-covered
areas is defined as medium textured; everywhere else
in the domain the soil is defined as fine textured. The
FAO fine and medium textural classes were associated
with, respectively, the clay and loam types of the United
States Department of Agriculture (USDA) soil classi-

.= 0
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Fic. 3. The lower portion of the simulation domain. Legend: | is
for irrigated crop and orchards, W is for evergreen woodland, G is
for ground cover, and S is for shrubs.

fication since the land surface model makes use of the
latter classification. The albedo of the bare soil was
obtained from the National Oceanic and Atmospheric
Administration/Advanced Very High Resolution Radi-
ometer (NOAA/AVHRR) data, as explained in appendix
A. Table 1 shows the parameter values used for the
different soil and vegetation types used in the simula-
tions.

The prognostic soil variables (temperature and vol-
umetric soil moisture content) were initialized in a hor-
izontally uniform way. The initial soil moisture for the
irrigated vegetation (crops and orchards) was set to a
value corresponding to a soil matric potential of —3.3
m, which allows abundant transpiration. The soil mois-
ture outside the agricultural zone was initialized at the
wilting point, that is, corresponding to a soil matric
potential of —150 m. The soil temperature was initial-
ized with observations from the Bet Dagan weather sta-
tion. The sea surface temperature of the Mediterranean
in October 1990 was 298 K (T. Ben-Gai 1996, personal
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communication), which is close to climatological values
presented in Bottomley et al. (1990). Surface elevation
was taken from the PAL ancillary data file and inter-
polated to a 2-km grid.

As stated in section 1, 27 October 1990 was chosen
as the simulation day because it yielded the highest
rainfall. To allow for some model adjustment, the sim-
ulations were started on 1800 LST 26 October. Radio-
sonde data taken at Bet Dagan, just south of Tel Aviv,
served to uniformly initialize the vertical profiles of
temperature, specific humidity, wind speed, and wind
direction in the model (Fig. 4). The vertical wind profile
is characterized by northwesterly flow in the lower lev-
elsand west-southwesterly flow at higher altitudes. Such
asituation is quite typical for the eastern Mediterranean
before the winter, as mentioned in Barry and Chorley
(1992). Note that the low-level northwesterly flow ad-
vects humid air over the continent. Also note that the
low-level air mass, after a journey over the relatively
warm Mediterranean Sea, has devel oped a 1500-m-deep
marine boundary layer with a distinct inversion aloft.

The domain characteristics and the initial conditions
described here are common to all the simulations that
are presented in the following sections. The only dif-
ference allowed for will be the specification of the veg-
etation characteristics of the agricultural zone between
the coast and 30 km inland. Therefore, the specification
of the vegetation in the agricultural zone will be done
separately for every simulation.

3. Simulation of present-day conditions

The goal of the simulations that are shown here is to
validate the coupled land surface-atmosphere model

TaBLE 1. Vegetation and soil parameters used in the simulations. The different vegetation types are evergreen woodland (W), crops (C),
ground cover (G), and shrubs (S). Theterms‘“vis” and “‘nir”’ refer to the visible and near-infrared portions of the solar spectrum, respectively.

The soil types ““medium™ and *‘fine’”’ were associated with the USDA

soil types ““loam” and ‘“‘clay,” respectively.

Vegetation parameters

Parameter Description W C G S
Z,, (M) Roughness length momentum 15 0.05 0.02 0.1
d (m) Displacement height 10.5 0.35 0.14 0.7
L () Leaf areaindex (LAI) 6 4 4 1
Puis (%0) Leaf reflectivity (live/dead) 10/16 11/36 11/36 10/16
Prir (%) Leaf reflectivity (live/dead) 45/39 58/58 58/58 45/39
Tuis (%0) Leaf transmissivity (live/dead) 5/0 7122 7122 5/0
Tor (%) Leaf transmissivity (live/dead) 25/0 25/38 25/38 25/0
g, (—) Green leaf fraction 1 1 0.2 0.2
ro(sm) Minimum stomatal resistance 100 50 50 100
@orm (—) Root fraction upper 0.1 m soil 0.5 0.3 0.7 0.5
r, (9 Internal plant resistance 10° 5 X 108 5 X 108 10°
X, (=) Fractional vegetation cover From satellite reflectances

Soil parameters
Parameter Description Medium Fine
Nex (—) Saturated water content 0.451 0.482
Py (M) Water potential at saturation —0.478 —0.405
Ky (M s™) Hydraulic conductivity at saturation 7.0 X 10-¢ 1.3 X 10-¢
b (-) Water retention curve exponent 5.39 11.40

Bare soil albedo

From satellite reflectances
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FiG. 4. Initial vertical profiles of potential temperature, specific humidity, wind speed, and wind
direction. The triangles represent the radiosonde observations at 1300 LST 26 October and at
0100 and 1300 LST 27 October 1990. The full lines, fitted to the data by eye, are the vertical
profiles used to initialize all model simulations in this study.

through intercomparison of simulation results for pres-
ent-day conditions with observations and show the
structure of the terrain-driven mesoscale circulations
that develop. For the present-day simulations, theterrain
characteristics and the initial conditions were taken as
described in the previous section. The vegetation frac-
tion per grid cell was obtained from NOAA/AVHRR
data as explained in appendix A, yielding an average
of about 32% cover in the agricultural zone.

Figure 5 shows the simulated near-surface values of
temperature, humidity, wind speed, and wind direction

at a point 15 km inland, as compared to 3-hourly mea-
surements from synoptic weather stations at Bet Dagan
and Lod Ben-Gurion, operated by the Israel Meteoro-
logical Service, located at 9 and 19 km inland, respec-
tively. The simulated and observed temperatures at 2-
m height are in excellent agreement. Both the amplitude
and the phase of the diurnal temperature cycle are well
reproduced by the model. The specific humidity at 2-m
height is also in good agreement with the measurements,
although slightly overestimated by the model. The sim-
ulated temperature and specific humidity at 2 m were
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Fic. 5. Comparison of simulated (full line) with observed (triangles and squares) near-surface
meteorological variables for 27 October 1990. The full triangles are data from Lod Ben-Gurion,
the empty triangles are data from Bet Dagan, and the squares are data from the radiosounding’s
lowest level at Bet Dagan. The simulation results were taken at a point 15 km inland in the model
domain, which is approximately halfway between Bet Dagan and Lod Ben-Gurion.

obtained by extrapolation from the first model level at
10 m using the Monin—Obukhov similarity theory for
the nonneutral surface layer:

0, 2m 2m 10m

92m - ell)m + Kk In(10m> ¢H< L ) + lpH( L )
(©)

— + q_* |n 2_m — 2_m + ]'O_m
qu - qum k 10m lllH L lrbH L .

4

The quantities 6,, 0., and L, used in the stability func-
tion ¢, represent the surface temperature scale, the
humidity scale, and the Obukhov stability length L =
u?6,(kgb, )1, respectively. They were computed from
the grid-averaged surface fluxes of heat and water vapor
and the friction velocity u, (Garratt 1992); here, 6, is
a reference temperature. As to the comparison with the
surface wind speed and direction at 10 m, note that the
anemometers at the stations mentioned above do not
respond to winds below 1-2 m s* and that their ac-
curacy depends on instrument age and averaging period

(S. Rubin 1996, personal communication). Neverthe-
less, the agreement between simulation and measure-
ment is still quite satisfactory. The model clearly re-
produces the observed diurnal cycle with low-speed
southeasterly winds at night veering to northwesterly
winds blowing with speeds up to 5-6 m s~* during the
day.

As afollowing step in the validation process, model-
computed surface brightness temperatures were sub-
jected to a comparison with satellite measurementsfrom
the PAL dataset. (Note that the term surface temperature
refersto the surface skin temperature and not the surface
air temperature.) Most surface temperature retrieval al-
gorithms use the split-window technique, which is based
on the differential absorption, mainly by water vapor,
between AVHRR channels 4 and 5. However, a serious
drawback of this method is that the difference in bright-
ness temperature between both channels is not only af-
fected by atmospheric water vapor but also by spectral
emissivity differences. These may be important for
sparsely vegetated surfaces such as those that exist in
southern Israel. Therefore, we have preferred to use an
atmospheric correction formula that is solely based on
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Fic. 6. Observed land surface temperature at approximately 1400
LST 27 October 1990. The dash—dot line and the dashed line are the
305- and 306-K contour lines, respectively. Cloudy areas are shown

in gray.

the amount of water vapor in the atmosphere. Such a
formula can be obtained by combining Dalu’s (1986)
precipitable water content retrieval formula,

W=196kgm2K* X (T, — T,) cosf,, (5)

with Price’s (1984) surface brightness temperature re-
trieval formula

Teew = T4 + 333(T, — To), (6)

with 6, the satellite view angle and T, (i = 4, 5) the
brightness temperature in AVHRR channel i. The result
is given by

3.33W
+ . (7)
19.6 kg m—2 K- X cosf,

Figure 6 shows the spatial distribution of the surface
brightness temperature obtained by means of (7) from
satellite measurements contained in the NOAA/National
Aeronautics and Space Administration (NASA) Path-
finder AVHRR Land dataset (Agbu and James 1994)
for southern Israel at 1400 LST 27 October. The value
of W = 32 kg m~2 was obtained from the 1300 LST
radio sounding at Bet Dagan. The surface temperature
in the agricultural zone halfway between Tel Aviv and
Bet Dagan exhibits values between 305 and 306 K.
Cloud cover, obtained from the cloud flag in the PAL
dataset and represented by the gray shading in Fig. 6,
occurs over the mountain ridge and near the coastline.

Note that (7) yields the surface brightness tempera-
ture, which differs from the thermodynamic temperature
for nonperfect absorbers. Therefore, the (corrected) sat-
ellite brightness temperature was compared with the
modeled surface brightness temperature, which is de-
fined as

Ta =T,
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Fic. 7. Simulated cloudiness (upper panel) and surface brightness
temperature (lower panel) at 1400 LST. Regions with a cloudiness
higher than 10% are shown in light gray.
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Ts,mod = (2k XkekT¢> ’ (8)

where €, is the emissivity and T, is the thermodynamic
temperature of surface type k, occupying a fraction x,
of amodel grid cell. In the land surface model used in
this study, the emissivity values are fixed at e, = 0.94
for bare soil and €, = 0.98 for vegetated surfaces. The
modeled cloudiness and surface brightness temperature
are shown in Fig. 7. There is a striking similarity be-
tween the simulated and observed cloudiness: in both
cases clouds are apparent over the mountain ridge and
near the coastline, leaving a cloud-free region approx-
imately 20 km wide. In this cloud-free region, the sim-
ulated surface brightness temperatures are between 305
and 306 K, which is in excellent agreement with the
satellite measurements. Note that the quasi-meridional
symmetry of the satellite image (Fig. 6), together with
the capacity of the model to reproduce these observa-
tions, strongly supports the correctness of the two-di-
mensional approach.

The simulation presented in this section exhibits some
typical mesoscale phenomena, mainly due to the strong
local forcing provided by the mountain ridge and the
|and—sea temperature contrast. During the night a com-
bined katabatic—and breeze develops (Fig. 8). Thiscir-
culation brings down cold, dry air from high on the
mountain ridge in a shallow layer. The properties of the
descending air mass strongly contrast with the warm
and humid low-level prevailing flow. This downslope
flow persists until midmorning, when the heating of the
land surface has created a large enough opposite pres-
sure gradient in order for the flow direction to be re-
versed. Now a combined sea—mountain breeze develops
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Fic. 8. Simulated atmospheric fields at 0600 LST for a portion of
the simulation domain situated near the coast. From the top downward
are shown the potential temperature (K), specific humidity (g kg1),
the horizontal wind speed component parallel to the simulation plane
(m s1), the horizontal wind speed component perpendicular to the
simulation plane (m s1), and the vertical wind speed (cm st). Neg-
ative wind speed values are indicated by a dashed line.

(Fig. 9) with air rising above the mountain ridge and
subsidence above the agricultural zone. This flow pat-
tern is consistent with the observed cloudiness pattern
(Fig. 6) since downward motion generally inhibits the
formation of clouds.

4. Simulation of preirrigation conditions

To assess the influence of the land use changes in
southern Israel, a run was performed under exactly the
same conditions as described in the previous section,
except for the fact that the irrigated vegetation was re-
placed by a 10% cover of small, dry bushes, as repre-
sentative of the preirrigation situation. This change re-
sults in an increase of the sensible heat flux and an
according decrease of the latent heat flux by about 75
W m~-2 (Fig. 10) at midday. This may seem small, but
recall from the previous section that the land use change
only affects 32% of the surface in the simulation.

Figure 11 shows the impact on the near-surface me-
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teorological variables. The diurnal amplitude of tem-
perature and wind speed are seen to increase, as was
also observed by Alpert and Mandel (1986). As far as
the wind speed is concerned, the increaseis mainly pro-
duced during the day, which can be explained by the
reduced surface roughness as well as the higher land—
sea thermal contrast. The increase of the temperature
amplitude is, somewhat surprisingly, largely due to
cooler temperatures at the end of the night rather than
to an increase of the daytime temperature, as one would
expect. The cooler temperatures at night can be ex-
plained by the fact that the lower surface roughness
produces less vertical mixing. This limits entrainment
of warm air from the residual neutral boundary layer
into the stable nocturnal layer close to the surface. The
lower-than-expected daytime temperature increase has
two causes. First, the heat injected into the atmosphere
at the surface is quickly distributed over the entire con-
vective boundary layer, which, because of its depth
(1500 m), has a considerable heat-absorbing capacity.
Second, in the case of a dry surface the wind speed is
higher, and, as a consequence, an air mass subjected to
surface heating warms up less, as can be deduced from
(B7).
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FiG. 10. Simulated surface energy fluxes for present-day (left) and preirrigation (right) conditions
at a point 15 km inland. Shown are the sensible heat flux (H), the latent heat flux (LE), the net
radiation flux (R,), and the heat storage flux (G).

Figure 12 shows the vertical 6, and 6, profiles for
both present-day and preirrigation conditionsfor a point
15 km inland at 2300 LST. This particular time was
chosen because it is the moment at which saturation first
occurs in the present-day simulation at around 1-km
height. Since the atmosphere is conditionally unstable
at thislevel (06./0z < 0) (see, e.g., Holton 1992), moist
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convection and associated precipitation are bound to
develop. In the preirrigation simulation, on the other
hand, saturation does not take place. Therefore, we con-
clude that the present-day situation is more prone to
moist convection and that the introduction of irrigated
fields in the arid zones of southern Israel has led to an
enhanced potential for convective precipitation. Note
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Fic. 11. Simulated surface meteorological variables for present-day (solid line) and
preirrigation (dashed line) conditions at a point 15 km inland.
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Fic. 12. Vertical profiles of simulated equivalent potential temperature and saturated equivalent
potential temperature for present-day (left) and preirrigation (right) conditions for a point 15 km

inland at 2300 LST.

that the difference between the profiles in Fig. 12 is
rather small. However, in areaswhere convection ismar-
ginal such differences may be significant. A discussion
regarding the causes of the different 6, profilesis given
in the following section.

5. Sensitivity study

As previously shown, land use changes that have
occurred in southern Israel affect not only the near-
surface meteorological variables but also the vertical
profiles of equivalent potential temperature in such a
way as to enhance the potential for deep convection.
However, as far as the latter is concerned it is not
clear which surface parameter is responsible. There-
fore, a sensitivity study was carried out by running a
series of simulations with drastically different param-
etersin the agricultural zone. The goal isto study the
effect of changing conditions in the agricultural zone
in a selective way by modifying one parameter at a
time without affecting the others, allowing the iso-
lation of the possible causes of the enhanced potential
for convective precipitation.

Two surface parameters are believed to have the
potential to influence the mesoscale circulation being
studied here: the roughness length and the moisture
availability. The albedo is not considered since, as
explained above, the agricultural areas are dominated
by dark soils, such that the surface albedo is only
marginally affected by the vegetation cover. Of
course, this limits the results of our study to the dark
soil areas and excludes the bright soil regions in the

southern part of the domain (see appendix A). For the
purpose of this sensitivity study, a vegetation type
was defined as having the properties of crop (see Table
1), except for the roughness length, which was set to
either 0.01 or 1 m. These values, on either side of the
range that is representative for most land surfaces,
were chosen to be sufficiently different to provide
significantly different forcings. Furthermore, two dif-
ferent soil moisture availabilities were defined, cor-
responding to wilting point (i.e., dry) and field ca-
pacity (i.e., wet), respectively. The combination of
the two vegetation types with the two moisture avail-
ability conditions yielded the following combina-
tions: 1) low moisture availability and low roughness
(LMLR), 2) low moisture availability and high rough-
ness (LMHR), 3) high moisture availability and low
roughness (HMLR), and 4) high moisture availability
and high roughness (HMHR). The diurnal evolution
of the turbulent surface energy fluxes for a point 15
km inland is shown for all four casesin Fig. 13.

The results of the sensitivity runs were analyzed by
means of the factor separation method (Stein and Al-
pert 1993). Applied to the simulation results presented
here, this method allows us to quantify the separate
effects of surface roughness and moisture availability,
as well as their combined effect. The method was
applied to the simulated vertical velocity field, taking
the LMLR simulation as control run. Given the two
forcings, surface roughness and moisture, and given
the four simulations (LMLR, LMHR, HMLR, and
HMHR), factor separation produces the following
vertical velocities:
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FiG. 13. Diurnal evolution of the surface energy fluxes for the different sensitivity simulations
at a point 15 km inland.

Worre = Wemers ©)
We = Winnr = Wimirs (10)
Wy = Wunir = Wemers (11)

and
Wav = Winrir = Wenir + Wanir) + Wonr- (12)

These variables are shown in Fig. 14 at 1500 LST. The
upper panel shows W, , Which is simply the vertical
velocity of the control run (LMLR). The vertical ve-
locity pattern corresponds to the situation of acombined
sea—mountain breeze (as discussed above) with an as-
cending branch above land and descending motion just
offshore. The second panel shows Wg, which is the de-
viation from the control run due to the effect of the
increased surface roughness. A threshold of =4 cm s
was used in the display of the vertical velocities, and it
isvery clear that the effect of roughness is almost non-
existent. Surface moisture, on the contrary, has quite an

impact on the vertical velocity, as shown in the third
panel. The positive values of W,, at approximately the
same position as the downward branch of the control
run virtually annihilate the vertical velocity, meaning
that the downward velocity just offshore for the moist
run is much reduced relative to the control run. The
lower panel, showing Wy, reveals that the interaction
of surface roughness and moisture has a negligible im-
pact on the vertical velocity.

There is a stronger downward motion near the coast
for low moisture availability as compared to the high
moisture availability in the simulation results. The ob-
vious reason is that a dry surface causes much greater
heating of the atmosphere adjacent to the sea, and there-
fore a stronger circulation is generated in response to
the stronger thermal gradient. As a result, in the case
of adry coastal zone there is a larger downward trans-
port of dry and warm air from above the boundary layer.
Later in the afternoon, the atmospheric vertical struc-
ture, shaped by the downward transport of dry air, is
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Fic. 14. The factor separation method applied to the simulated
vertical velocity field at 1500 L ST. From the top downward are shown
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advected over the coastal area by the onshore flow. This
happens rather slowly because the component of the
horizontal wind speed perpendicular to the coastline is
small, especially near the boundary layer top. The re-
sulting vertical profiles of relative humidity at 2100 LST
for a point 15 km inland are shown in Fig. 15 for all
four simulated cases. The effect of high surface humid-
ity is to increase the humidity of the upper part of the
boundary layer. Thisis not so much because more mois-
ture is injected in the atmosphere, as in the case of a
wet coastal zone. It is because of the effect of the surface
dryness upon the strength of the circulation and, in par-
ticular, the magnitude of the downward velocity. From
Fig. 15 note that the moist simulations exhibit layer
saturation near the boundary layer top, which, in com-
bination with the conditionally unstable stratification of
the overlying air mass, would lead to moist convection.
The dry simulations, in contrast, do not exhibit layer
saturation. Under such circumstances moist convection
does not take place, unless of course a large enough
vertical velocity perturbation (e.g., associated with a
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Fic. 15. The factor separation method applied to the simulated
vertical profiles of relative humidity at a point 15 km inland at 2100
LST. The solid line is the relative humidity of the control run. The
dotted line is the impact of the surface roughness, the dashed line is
the impact of the surface moisture, and the dash—dot line is the com-
bined impact of roughness and moisture.

frontal passage) were to uplift the upper boundary layer
air and cause saturation.

Inspection of Figs. 14 and 15 also reveals that the
velocity and humidity fields are rather insensitive to the
surface roughness, despite a difference of two orders of
magnitude in the roughness lengths used. To better un-
derstand this phenomenon, a simple scale analysis was
performed. Assuming hydrostatic balance in the bound-
ary layer (of depth h), together with the observation that
the mesoscale pressure gradient must be zero close to
the boundary layer top because of the reversal of the
flow direction there, the pressure gradient force in the
uphill direction can roughly be estimated as follows:

— =T~ z="(5gh 1

o0 9% 2poax(pg), (13)
_1.940

T2 6, 0x (14)

The overlines denote boundary layer vertical averages.
The factor ¥ reflects the fact that the pressure gradient
force varies linearly between a zero value at the bound-
ary layer top and a maximum value at the surface, which
has a net effect of half the maximum pressure gradient
force on the boundary layer air mass. The temperature
gradient following the x direction can be estimated by
assuming that an air parcel, extending vertically over
the entire boundary layer, moves over the surface at a
uniform speed u and is thereby heated from below by
the sensible heat flux w'6". In appendix B it is shown
that in the early afternoon

a6 we
ox uh -’
Substituting (15) into (14) yields

(15)
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Po X 26, U (16)

The frictional force in the uphill direction can also be
assessed in a simple manner. Neglecting the drag at the
top of the boundary layer, it can be written as C,u?h-1,
where C, is a surface drag coefficient. Inserting rep-
resentative values for the different variables (w6’ =
03Kms?tu=5mst C,= 0.005 and h = 1250
m), one obtains

10
=P _10sms> (17)
Po IX
and
C 2
(;]u ~ 104 ms? (18)

showing that the thermally induced mesoscale accel-
eration is an order of magnitude more important than
the frictional force, thus explaining the flow’s insensi-
tivity with respect to the surface roughness.

6. Conclusions

In this paper the effect of recent land use changesin
southern Israel on the local climate was studied by
means of numerical simulations with atwo-dimensional
version of the mesoscale atmospheric model MAR. A
significant effort was made to obtain realistic land sur-
face parameters. In avalidation study, it was shown that
the two-dimensional version of the MAR is capable of
reproducing observed variables (near-surface meteoro-
logical variables, cloud patterns, and surface brightness
temperatures) for the current case. Typical mesoscale
circulations developed in response to the topographical
forcing.

Comparison of simulation results representative for
the periods before and after the start of the irrigation
program indicated that the irrigation and the enhanced
cultivation in southern Israel have reduced the diurnal
amplitude of wind speed and temperature. From in-
spection of the vertical profiles of equivalent potential
temperature, it was found that the effect of irrigation is
also to increase the potential for moist convection.

Finally, a series of sensitivity studies showed that
changing a dry surface into a moist surface in southern
Israel’s coastal zone reduces the downward transport of
dry air into the marine boundary layer, creating a ver-
tical atmospheric structure that favors moist convective
activity. It is important to note that is not the direct
effect of the increased injection of moisture in the at-
mosphere at the surface that causes the increased po-
tential for convective precipitation, but rather adynamic
effect associated with the decreased surface sensible
heat flux and consequent decreased strength of the coast-
a circulation. It was also found that the potential for
moist convection exhibits a much smaller sensitivity to
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the surface roughness than to the direct thermal effect
of the irrigation.

In this work we have examined the effect of the land
use changes on the thermodynamic structure of the at-
mosphere for only a single day, athough the meteo-
rological conditions on this day are quite representative
for the time of the year considered. Future work should
include three-dimensiona modeling with explicitly
computed precipitation, longer time periods and differ-
ent years, and the relative importance of large-scale ver-
sus local forcings upon the convective precipitation in
southern Israel.
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APPENDIX A

Vegetation Fraction and Bare Soil Albedo from
NOAA AVHRR

The vegetation fraction per grid cell and the bare soil
albedo were estimated from satellite reflectances con-
tained in the composite files of the NOAA/NASA Path-
finder AVHRR Land (PAL) dataset (Agbu and James
1994). In order to remove residual cloud contamination,
the three 10-day composites of October 1990 were fur-
ther composited (Holben 1986) to 1 month. The cor-
rection for the remaining atmospheric effects (absorp-
tion by ozone and water vapor, and Rayleigh and aerosol
scattering) was performed by means of the radiative
transfer model 6S, an updated version of the 5S model
(Tanré et a. 1990). The 6S model was used in areverse
mode to compute the ground surface reflectance from
the observed top-of-atmosphere reflectance. The re-
quired input data were obtained from data files of the
synoptic weather station at Bet Dagan, either directly
(columnar precipitable water content) or indirectly (vis-
ibility was used instead of aerosol optical depth). Cor-
rections for the anisotropy of the surface reflectance
were done by means of the Rahman et al. (1993) semi-
empirical model.

A simple procedure was then employed to compute
the bare soil albedo and the vegetation fraction per grid
cell from the corrected red and near-infrared reflectances
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Fic. AL Fractional vegetation cover x, (%). Based on data from
the NOAA/NASA Pathfinder AVHRR Land (PAL) dataset (Agbu and
James 1994).

for all the PAL bins covering the domain of interest. In
this procedure the assumption was made that patches of
bare soil and dense vegetation occur together within
each bin. This has the advantage of being compatible
with the mosaic-type approach employed in the land
surface model. Using prescribed plant hemispherical re-
flectances, one can then express the observed surface
reflectances as a weighted sum of the reflectances of the
bare soil and the vegetated surface, where the weights
are proportional to the occupation fractions

pl = vavl + (1 - Xv)o'gAS! (Al)

P2 = vav2 + (1 - Xv)l'lAS' (AZ)

In these equations, p,; is a prescribed vegetation-type-
dependent reflectance and i = 1, 2 stands for the
AVHRR channels1 and 2. Thevariablex, isthefraction
of the surface covered by vegetation, and A, isthe broad-
band hemispherical reflectance of the bare soil; both are
defined for each bin of the satellite image. The coeffi-
cients in front of A, (0.9 and 1.1) were chosen in such
a way that they yield a bare soil NDVI [normalized
difference vegetation index, defined as (p, — p,)/(p, +
p,)] of 0.1, which is approximately the lowest value of
the NDVI encountered (i.e., attributable to bare soil) on
the satellite images of southern Israel.

The system of Egs. (A1) and (A2) was then solved
for each PAL bin of the domain using the corrected
satellite reflectances p; and prescribing the vegetation
reflectances p,,,. The latter were computed for each veg-
etation type present in the domain by means of the ra-
diation subscheme (De Ridder 1997) of the land surface

Fic. A2. Bare soil albedo A, (%). Based on data from the NOAA/
NASA Pathfinder AVHRR Land (PAL) dataset (Agbu and James
1994).

model used in the simulations using parameter values
listed in Table 1.

The fractional vegetation cover obtained this way
(Fig. A1) exhibits features that are consistent with ex-
isting land use maps (Richter 1981; Zohary 1981), such
as the scarceness of vegetation south of Beersheba and
around the Dead Sea. Asfor the agricultural zone along
the coast, which is of interest in this study, the fractional
vegetation cover exhibits values between 25% and 40%.

Qualitative confirmation of the correctness of the bare
soil albedo map (Fig. A2) was found in the FAO-
UNESCO <oil Map of the World (FAO-UNESCO
1979). Although this map does not contain specific in-
formation about the albedo of the soil types present in
southern Israel, it givesasoil color indication for similar
soils elsewhere that underwent thorough surveys. The
comparison of the soil albedo produced by the method
described in this section with the FAO map was favor-
able, showing that the method was capable of identi-
fying the dark soilsin the agricultural zone between Tel
Aviv and Beersheba, and the brighter soils around the
Dead Sea and the regions south and west of Beersheba.
Note further that the large range of albedo values en-
countered in Fig. A2 is supported by Mandel and Mahrer
(1995), who report soil albedos between 10% and 38%.
An important consequence is that in regions with dark
soils the surface albedo is not much different from the
bare soil albedo (both are in the 10%—20% range),
meaning that enhanced vegetative cover hasonly limited
consequences for the surface albedo there. (Note the
difference between bare soil and surface albedo, the
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|atter being the average albedo of the surface with veg-
etation and the former the albedo of the surface if all
vegetation were to be removed.) However, enhanced
vegetative coverage in the regionswith light soilsshould
have a noticeable effect on the surface albedo, as for
instance in the agricultural zone west of Beersheba.

APPENDIX B
Computation of 90/dx

Consider an air parcel, extending vertically over the
entire convective boundary layer of depth h, moving at
a uniform speed u along the x axis, which is chosen
perpendicular to the coastline, directed inland, and with
origin at the coast. It is assumed that the parcel’s po-
tential temperature 6 iswell mixed in the vertical. When
heated from below by a time-dependent sensible heat
flux of the form (w'6"), sinwt [where o = 27T~ and
T = 86400 s, t is the time counted from the moment
that the sensible heat flux becomes positive in the morn-
ing, and (W'6"), is the noon value of the sensible heat
flux] the conservation of energy for this parcel can be
written as

90 90 (We'),
+u— =
o ox

Sinwt. (B1)

This equation can be solved by the Laplace transform
method (see, e.g., Pipes and Harvill 1971). To do so,
we define the Laplace transform of the boundary layer
potential temperature as 6(x, s) = L[6(X, t)]. Applying
the Laplace transform to (B1) and defining 6, = 6(0, 1)
= 60(x, 0) reduces this equation to an ordinary differ-
ential equation:

W0 W), o

6 — 6, + u= = —2_ (B2
s0 = 6 Uox h 2+ w? (B2)
with solution
g =L W @ ey (@
' s hs &+ w? '

The reverse transform of (B3) yields

B(x 1) = 60+M{(1—c05wt)—H<t—z—j)

hw
X l—co&u(t—)a()}, (B4

where H( -) isthe Heaviside stepfunction, whichisequal
to one for a positive argument and equal to zero for a
negative argument. For x = 15000 mandu = 5m s,
the argument becomes positive after approximately 1 h.
In that case one has
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_ YA 1
0(x t) = 6,+ W6 1 cos«u(t—)—(> — coswt|, (B5)
h o u
and thus
96 _ (W), X
. uh smw(t u>' (B6)

The sine function reaches a maximum at t = 0.25T +
xu~t, which is approximately at 1300 LST for the x and
u values given previously. At this time of the day the
horizontal gradient of the boundary layer potential tem-
perature is therefore given by

00 (We),
— =2 B7
X uh (B7)
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